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Abstract Many cortical neurons and other vertebrate nerve cells are equipped
with a persistent Na+ current, INaP, which operates at membrane potentials
near the action potential threshold. This current may strongly influence inte-
gration and transduction of synaptic input into spike patterns. However, due to
the lack of pharmacological tools for selective blockade or enhancement of
INaP, its impact on spike generation has remained enigmatic. By using dynamic
clamp to cancel or add INaP during intracellular recordings in rat hippocampal
pyramidal cells, we were able to circumvent this long-standing problem. Com-
bined with computational modeling our dynamic-clamp experiments disclosed
how INaP strongly affects the transduction of excitatory current into action
potentials in these neurons. First, we used computational model simulations to
predict functional roles of INaP, including unexpected effects on spike timing
and current–frequency relations. We then used the dynamic-clamp technique to
experimentally test and confirm our model predictions.

1 Introduction

The integration and transduction of synaptic input to patterns of action poten-
tials involve a delicate and complex interplay between membrane currents oper-
ating at potentials near the spike threshold, and the larger currents underlying the
action potential. The former, the ‘‘subthreshold currents’’ or ‘‘threshold currents’’
are often pivotal for determining spike pattern, timing, and frequency. Among
the most enigmatic of the subthreshold currents operating in mammalian neu-
rons is the persistent sodium current (INaP) (Crill, 1996). This current is likely to
play important roles in mammalian cortical neurons, including synaptic integra-
tion and spike firing, as well as subthreshold oscillations and network
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rhythmicity, e.g., in the hippocampus, entorhinal cortex (EC), neocortex (Alonso&
Llinas, 1989; French & Gage, 1985), and subcortical and cerebellar neurons
(Llinas & Sugimori, 1980; Llinas, 1988; Taddese & Bean, 2002).

However, it has been particularly difficult to test the functional roles of INaP

in firing behavior because it has proved virtually impossible to selectively
manipulate this current with specific pharmacological tools. A likely reason
for these difficulties is that INaP appears to arise from the same channel popula-
tion that underlies the classical spike-generating transient Na+ current (INaT).
Thus, different states or gating modes of the same Na+ channels may generate
both INaP and INaT (Alzheimer et al., 1993; Crill, 1996; Taddese & Bean, 2002).
Therefore, while functions of many other ionic currents have been determined
by using specific pharmacological blockers and openers, or genetic manipula-
tions, such approaches are problematic for INaP since manipulations that sup-
press this current will often suppress the spike-generating transient current, thus
blocking firing and obscuring specific effects of INaP. In particular, blockers of
INaP such as tetrodotoxin (TTX), riluzole, or phenytoin also directly affect INaT,
reducing the amplitude of action potentials or eliminating them all together.
Reduction of spike amplitude will in turn change the activation of voltage- and
calcium-gated ion channels that mediate feedback regulation of spike frequency
and spike pattern, thus distorting the effects of INaP (see below).

To circumvent these problems, we used dynamic clamp (Fig. 1) to study INaP

both by the selective subtraction of this current (i.e. canceling out the native

Fig. 1 Dynamic-clamp configuration for analysis of INaP functions in hippocampal pyramidal

neurons. Diagram of the dynamic-clamp configuration, with two patch pipettes in whole-cell
configuration at the soma of a CA1 pyramidal cell in a rat hippocampal slice: one pipette for
voltage recording (right), the other for current injection (left). INaP it was calculated by the
dynamic-clamp software, based on our INaP model and the measured membrane potential. To
add the simulated INaP, the calculated currentwas injected into the cell in real time. To cancel the
intrinsic INaP generated by the cell, a negative current equal to the simulated INaP was injected
into the cell. (Modified from Vervaeke et al., 2006, with permission from Cell Press, Elsevier.)
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current), as well as by the addition of a simulated INaP after the native INaP had
been pharmacologically blocked. These tests were combined with other electro-
physiological measurements from CA1 pyramidal neurons in hippocampal slices,
and with simulations with a biophysically detailed compartmental model of this
neuronal type.

2 Persistent Na
+

Current: History, Properties, and Functions

Many mammalian neurons show a noninactivating, TTX-sensitive sodium
current component that begins to activate several millivolts negative to the
spike threshold (Crill, 1996). The Hodgkin & Huxley (1952) (HH) equations
for the fast inactivating Na+ current (INaT) underlying action potentials imply
that this conductance also gives rise to a noninactivating current component at
a limited range of membrane potentials due to the overlap between the activa-
tion and in activation curves – a ‘‘window current’’ (see below, Fig. 5). Many
neurons, however, show a distinct persistent Na+ current, INaP, which is active
far beyond the expected range of the classical HH window current and is thus
apparently due to another mechanism (French & Gage, 1985; Crill, 1996).
There is now good evidence that such an INaP can be caused wholly or partly
by the same channel population as INaT, due to incomplete inactivation of these
channels, or through some forms ofmodal gating (Aldrich et al., 1983; Alzheimer
et al., 1993; Taddese & Bean, 2002). In addition, there is evidence that INaP may
be caused partly by Na+ channels that are biophysically and/or molecularly
distinct from those underlying INaT, perhaps due to different subunit composi-
tion or modulation (Magistretti & Alonso, 1999; Magistretti & Alonso, 2002).
Different mixtures of these mechanisms may contribute to various degrees in
different cell types (Crill, 1996; Taddese & Bean, 2002).

Chandler & Meves (1966) found that the Na+ current in squid axon shows
incomplete inactivation, and Gilly & Armstrong (1984) identified a distinct
population of Na+ channels selectively activated by small depolarizations. How-
ever, the existence of a persistent Na+ current in the brain was first inferred from
intracellular current-clamp recordings from hippocampal and neocortical pyra-
midal neurons (Hotson et al., 1979; Connors et al., 1982) and cerebellar Purkinje
cells (Llinas & Sugimori, 1980), revealing an increase in slope resistance – an
‘‘anomalous rectification’’ – starting �10 mV negative to the spike threshold,
apparently due to a noninactivating Na+ current. Voltage-clamp measurements
of such a current were first performed in cardiac Purkinje fibers (Attwell et al.,
1979) and neocortical pyramidal neurons (Stafstrom et al., 1982). Subsequently,
INaP has been studied in numerous neuronal types (Crill, 1996).

INaP typically turns on upon membrane depolarization positive to�–65 mV,
activates and deactivates fast (within �5 ms), and shows either no or very slow
inactivation (time constant �2–6 s) (French et al., 1990; Magistretti & Alonso,
1999). It has for long been debated whether this current has a separate mole-
cular identity from INaT. However, converging evidence now seems to support
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the conclusion that INaP is caused by a separate, noninactivating or slowly
inactivating gating mode and/or incomplete inactivation of the INaT channels,
in pyramidal cells and at least some other neurons (Alzheimer et al., 1993;
Taddese & Bean, 2002).

INaP has been shown to enhance both excitatory and inhibitory postsynaptic
potentials (EPSPs and IPSPs) in neocortical (Stafstrom et al., 1985; Stuart &
Sakmann, 1995; Stuart, 1999) and hippocampal pyramidal neurons (Lipowsky
et al., 1996; Vervaeke et al., 2006). Furthermore, there is evidence that INaP

amplifies the after-depolarization following a spike and can change the firing
mode of CA1 pyramidal neurons from solitary spikes to spike bursts (Jensen
et al., 1996; Yue et al., 2005). In addition, INaP drives spontaneous rhythmic
firing in tuberomammillary neurons (Taddese & Bean, 2002).

In CA1 hippocampal pyramidal cells, we have shown that INaP engages in
interesting interactions with the M-current (Kv7/KCNQ current), a persistent
potassium current that is active in the subthreshold voltage range (Brown &
Adams, 1980). Thus we found that INaP amplifies a form of subthreshold
intrinsic neuronal resonance at theta frequencies (�8 Hz) that is mediated by
M-current (called M-resonance) (Hu et al., 2002). In a later study we also
showed how INaP amplifies after-hyperpolarizations (AHPs), how it affects
the relation between injected depolarizing current (I) and the resulting dis-
charge frequency (f/I relation), and how it has contrasting effects on spike
timing in CA1 pyramidal neurons (Vervaeke et al., 2006).

3 Why Use Dynamic Clamp to Study INaP?

3.1 Lack of Specific Blockers of INaP

We used dynamic clamp for studying INaP functions in order to overcome the
lack of specific pharmacological blockers. While some influential studies have
used a low dose of TTX (�5 nM) to study INaP with only small effects on the
spike shape (Jensen et al., 1996; Stuart, 1999), this approach is generally not
suitable for studying the input–output relations in neurons, including repetitive
firing and current-to-frequency transduction, since subtle changes in the spike
shape can nevertheless have large consequences for these properties. Thus, a
slight reduction in spike amplitude could strongly reduce the activation of
voltage- and Ca2+-dependent K+ channels underlying the AHPs, which are
among the main determinants of the input–output relations of a neuron
(Madison &Nicoll, 1984; Peters et al., 2005; Vervaeke et al., 2006; Gu et al., 2007).

A drug that has been used as a more selective blocker of INaP is the neuro-
protective agent riluzole (Urbani & Belluzzi, 2000). However, at higher con-
centrations riluzole can also block INaT in the inactivated state (Benoit &
Escande, 1991) and also block various axonal K+ currents (Benoit & Escande,
1993). However, the concentration necessary to substantially block INaP was
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also found to affect the INaT amplitude (Urbani & Belluzzi, 2000). Moreover,
riluzole has also potent effects on two-pore domain (2P) potassium channels
(TREK-1 and TRAAK) (Duprat et al., 2000), which are major contributors to
the resting K+ leak current and thus important determinants of neuronal
excitability throughout the central nervous system (Goldstein et al., 2001).
Riluzole has also been reported to block high-voltage-activated Ca2+ channels
at concentrations used to block INaP (Huang et al., 1997). Thus, although it has
often been used for blocking INaP, riluzole is not selective.

The anti-epileptic drug phenytoin (Mattson et al., 1985) has also often been
used as a blocker INaP (Chao & Alzheimer, 1995). It seems that phenytoin
stabilizes INaT in the inactivated state at similar concentrations that blocks
INaP, thus having an activity-dependent effect on INaT (Kuo & Bean, 1994).
Fricker & Miles (2000) found that phenytoin dramatically reduced the ampli-
tude of the later spikes during repetitive firing in CA1 pyramidal neurons,
although it had little effect on the first spike. Phenytoin has also been reported
to block high-voltage-gated Ca2+ channels at concentrations relevant for
blocking INaP (Jeub et al., 2002). Thus, this blocker also seems unsuitable for
studying the role of INaP in input–output relations of neurons.

3.2 Perisomatic Localization of INaP in Cortical
Pyramidal Neurons

A major limitation of dynamic clamp is that it can fully cancel or mimic con-
ductances only if they arise at the subcellular localization where the patch pip-
ette(s) contact(s) the cell. Because the exact molecular identity of INaP channels is
uncertain, their distribution has not been determined by immunohistochemistry.
Nevertheless, converging evidence suggests that INaP in cortical pyramidal neu-
rons originates near the soma, probably at the axon initial segment (Stuart &
Sakmann, 1995; Astman et al., 2006). An elegant study by Stuart & Sakmann
(1995), using dual somatic–dendritic and somatic–axonal recordings from neo-
cortical layer V pyramidal neurons, provided the first evidence that INaP is likely
to come from the soma or axon. Subsequently, several patch-clamp studies have
supported a perisomatic distribution of INaP in layer 5 neocortical neurons of the
somatosensory (Astman et al., 2006) and prefrontal cortex (Gonzalez-Burgos &
Barrionuevo, 2001), and inCA3 (Urban et al., 1998) andCA1 pyramidal neurons
(Andreasen & Lambert, 1999; Yue et al., 2005; Vervaeke et al., 2006).

However, dendritic exploration with patch-clamp electrodes revealed that
INaT is also distributed along the apical trunk of pyramidal neurons at about
the same density as in the soma membrane (Stuart & Sakmann, 1994; Magee &
Johnston, 1995). The dendritic localization of INaT, together with the hypothesis
that INaP and INaT arise from the same channel type, prompted groups to explore
whether there is a functionally active INaP in the dendrites. Studies by Schwindt&
Crill (1995) and Lipowsky et al. (1996) suggested such a dendritic localization in
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both CA1 hippocampal and layer V neocortical pyramidal neurons. How can
these results be explained in view of the abundant evidence for a perisomatic
localization of INaP? Schwindt &Crill (1995) iontophoretically applied glutamate
to the dendrites while recording EPSCs at the soma, and found that bath-applied
TTX reduced the EPSC amplitude. Lipowsky et al. (1996) activated excitatory
synapses impinging on the distal dendrites. Because local application of TTX to
the dendrites reduced the somatic EPSPs, they proposed that INaP in the dendrites
boosted the EPSPs. However, an alternative explanation of the results from these
two groups may be that dendritic regenerative Na+ spikes, carried by INaT in the
dendrites, are caused by nearly synchronous synaptic activation of several den-
dritic spines onto a dendritic branch (Losonczy & Magee, 2006). Because these
dendritic Na+ spikes are strongly filtered on their way along the dendrite and
mostly fail to invade the soma, they will merely produce larger somatic EPSPs,
with a slightly steeper rising slope that can easily remain undetected (Losonczy &
Magee, 2006). Therefore, dendritic application of TTX that blocks local dendritic
Na+ spikes will reduce the somatic EPSP amplitude. This scenario may explain
why these two groups found a TTX-mediated decrease of synaptic potentials
recorded at the soma.

Our work in CA1 pyramidal neurons further supports a perisomatic localiza-
tion of INaP (Vervaeke et al., 2006). When we applied a voltage step that was just
below the spike threshold (from –78 to �58 mV) during somatic whole-cell
recording (Fig. 2B), thus activating INaP (Fig. 2A) but not INaT, we recorded a
TTX-sensitive inward current (�35 pA) with very fast kinetics. Both the activa-
tion and deactivation could be fitted with single exponential functions with time
constants of about 1 ms (Fig. 2B). These fast kinetics constrain the possible
subcellular localization of INaP. Using detailed compartmental models of a
CA1 pyramidal neuron based on reconstructedmorphologies (Fig. 2C), we tested
various possible subcellular localization of INaP, trying to reproduce the experi-
mental results (Fig. 2D) (unpublished work). We found that INaP had to be
localized in the immediate vicinity of the soma to reproduce the experimental
results of Fig. 2B (Fig. 2D, dotted–dashed line). In comparison, distributing INaP

(1) uniformly over soma and dendrites (Fig. 2D, continuous line), or (2) most of
INaP at the axon initial segment and a much lower, uniform density in soma and
dendrites (Fig. 2D, dashed line), or (3) most of INaP in the axon initial segment
and amuch lower density in the dendritic tuft (Fig. 2D, dotted line), all gave poor
results. The model of INaP followed an activation curve as shown in Fig. 2A and
had a voltage-independent time constant of 1 ms. In the model, fitting the INaP

activation response with all INaP located in the axon initial segment (Fig. 2D,
black trace) gave a somatic activation time constant of 1.07 ms, indicating a very
good clamp control over INaP. These results strongly suggest that most of the
channels underlying INaP are located very close to the soma.

Our results from hippocampal CA1 pyramidal cells are in good agreement
with recent results from layer V pyramidal neurons by Astman et al. (2006), who
provide strong evidence that INaP is specifically located at the axon initial seg-
ment. Sowhy is the INaP conductance concentrated here, while there is hardly any
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Fig. 2 Computer simulations support that INaP largely originates from the axon initial segment

of CA1 pyramidal neurons. (A) INaP steady-state activation curve used in the model and
dynamic-clamp experiments. (B) Experimental data from a somatic whole-cell recording.
The membrane potential was stepped from �78 to �58 mV. The gray trace shows the
TTX-sensitive current obtained by subtraction the resulting currents of before and after
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in the dendrites? A plausible answer to this question may be obtained by combin-

ing resent results on the subcellular distribution of INaT in cortical pyramidal

neurons, with data on the molecular identities of Na+ channels in various parts

of these cells. A recent elegant study byKole et al. (2008) shows that the density of

sodium channels underlying INaT is far higher (probably �50 times) in the axon

initial segment than in the soma and dendrites of layer V pyramidal neurons.

Thus, the subcellular distribution of INaT seems tomatch that of INaP, both being

highly concentrated at the axon initial segment. This fits nicely with the evidence

that INaP is at least partially caused by the same channels as INaT, probably

through incomplete inactivation and/or a modal gating (Alzheimer et al., 1993;

Taddese&Bean, 2002). Because the INaP in pyramidal cells is usually only a small

fraction (typically �1%) of INaT (French et al., 1990; Hu et al., 2002; Yue et al.,

2005), the channel states generating INaP must occur very infrequently. This,

combined with the far lower density of Na+ channels and INaT in the soma and

dendrites compared to the axon,may partly explain why the density of INaP in the

dendrites appears to be quite low. In addition, there is substantial evidence that

that INaT in the axon initial segment and INaT in the soma and dendrites of

pyramidal neurons are caused by channels of different molecular compositions

(Kaplan et al., 2001; Boiko et al., 2001, 2003; Komai et al., 2006; Kole et al.,

2008). Thus, in adult animals, axonal Na+ channels contain �-subunits of the
Nav1.6 type, whereas somatodendritic Na+ channels seem to be composed

mainly of Nav1.2 �-subunits, perhaps in combination with Nav1.1 and Nav1.3

(Kaplan et al., 2001; Boiko et al., 2001, 2003; Kole et al., 2008). This also seems to

fit in with data from transgenic mice indicating that INaP in several neurons is to a

large extent (�40–70%) mediated by Nav1.6 �-subunits, e.g., in Purkinje and

mesencephalic trigeminal neurons, although other �-subunit species can also

contribute to INaP (Raman & Bean, 1999; Enomoto et al., 2007; Taddese &

Bean, 2002). Thus, the INaP of pyramidal neurons may be largely caused by

Nav1.6-containing Na+ channels concentrated at the axon initial segment,

both because of the very high channel density here and the Nav1.6 subunits are

especially prone to the particular gating mode that generates INaP. In addition,

certain Na+ channel b-subunits may also enhance INaP (Qu et al., 2001).

Fig. 2 (continued) TTX application. (Modified from Vervaeke et al., 2006, with permis-
sion from Cell Press, Elsevier.) (C) Reconstructed neuron used for the simulations in (D).
Different shades of gray indicate different membrane potentials during a simulation where
the soma was clamped at �58 mV. (D) The experiment in (B) was simulated with various
INaP distribution patterns, as indicated. Continuous line: INaP was uniformly distributed in
soma and dendrites (0.325 pS/mm2). Dot–dash line: all INaP (50 pS/mm2) was located in the
axon initial segment. Dashed line: most of INaP (99%) was located in the axon initial
segment (20.5 pS/mm2) while the density was 100 times lower (1%) in soma and dendrites
(0.205 pS/mm2). Dotted line: most of INaP (99%) was located in the axon initial segment
(45 pS/mm2) while the density was 100 times lower (1%) in the distal dendritic tuft (0.45
pS/mm2). (K. Vervaeke, unpublished.)
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3.3 Further Advantages of Dynamic Clamp

The fact that a dynamic-clamp system can cancel or restore INaP nearly
instantaneously is a very important advantage compared to application of
ion channel blockers or openers, which usually require several minutes to
take full effect. During such a long delay, access resistance, neuronal, and/or
network properties may change, thus complicating the interpretation of the
results.

Furthermore, by using dynamic-clamp INaP can be increased or decreased
in a arbitrary graded fashion, allowing the parameters of the INaP model to
be varied freely, e.g., to resemble natural modulation (Astman et al., 1998;
Cantrell & Catterall, 2001; Rosenkranz & Johnston, 2007). Also, because a
given manipulation with dynamic clamp is instantaneous and does not
require pharmacologic blockers, it is well suited for in vivo patch-clamp
recordings. This would be especially important for studying INaP function in
neurons embedded in an active network, e.g., during responses to sensory
stimuli.

4 Methods Used for Studying INaP Functions by Dynamic Clamp

4.1 Characterization of INaP for Modeling and Dynamic Clamp

In order to establish our dynamic clamp for manipulating INaP, we first needed
to determine its steady-state activation curve in CA1 hippocampal pyramidal
cells, for building an accurate model of the current. For this purpose, we used
two types of measurements (Hu et al., 2002), both obtained by whole-cell
recording from the soma of this cell type in hippocampal slices from young
male rats, under virtually identical experimental conditions as those used in the
main study (Vervaeke et al., 2006).

We used voltage-clamp recording of the current (Hu et al., 2002) evoked by a
slow voltage ramp (from�–90 to�–30 mV; Fig. 3A) before and after blockade
of INaP by TTX. The TTX-sensitive current obtained by subtracting the two
current recordings started to activate between �70 and �65 mV (Fig. 3B). A
similar activation curve was obtained by a series of depolarizing voltage-clamp
steps before and after TTX application (Fig. 3C–E). Both these methods yielded
similar results (Hu et al., 2002), which also agree well with previous experi-
mental reports from CA1 hippocampal pyramidal cells and other neurons
(French et al., 1990; Crill, 1996).

To assess the time constants of INaP activation and deactivation in the
subthreshold voltage range, somatic whole-cell voltage-clamp measurements
were used (Fig. 2B). A 250-ms-long voltage step from �78 to �58 mV was
applied and the clamp current before and after TTX application subtracted to
obtain INaP. The activation and deactivation time courses of INaP were each

Functions of the Persistent Naþ Current in Cortical Neurons 173



Control

A

C

D E

B

TTX

0.1 nA
50 mS

–60 mV

–49 mV

–93 mV

250

0

–250

–500

–90 –80 –70 –60 –50
V (mV)

I (
pA

)

0

–25

–50

–90 –80 –70 –60 –50
V (mV)

I (
pA

)

–90–80–70–60–50–40–30–20
V (mV)

I (
nA

)

–1.0

–0.5

0.0

Control

TTX

0.3 nA

0.1 s
–28 mV

–88 mV

–58 mV

Fig. 3 Voltage-clamp measurents of INaP in of CA1 pyramidal neurons. (A)Membrane currents
in response to a ramp voltage command (from�88 to�28mV) before and after application of
TTX (1 mM). (B) Voltage dependence of the TTX-sensitive current (INaP) obtained by
subtracting the current in response the ramp command before and after TTX application.
The arrow indicates the action potential threshold for this cell. (C) Membrane currents in
response to voltage-clamp steps to different membrane potentials (from �93 mV to �40 mV)
before and after TTX application. (D) Steady-state current–voltage (I–V) plot of the data
from (C), measured at the end of the voltage steps. (E) TTX-sensitive current (INaP), calcu-
lated by subtracting the steady-state currents before and after TTX in (C). Note that the INaP

started to activate at about�65 mV in both (B) and (E). (Modified from Hu et al., 2002, with
permission from The Journal of Physiology, Wiley-Blackwell.)
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fitted with a single exponential function. The best fits had time constants of

�1 ms (0.93.14 and 0.99�0.15 ms, respectively). Therefore, voltage-indepen-

dent activation and deactivation time constants of 1 ms were used for our INaP

model and dynamic clamp.

4.2 Na+ Current Models Used for Our Dynamic Clamp
and Computational Modeling

Next, we applied the model of INaP in a detailed model of a CA1 pyramidal

cell that we have developed over the last decade, in agreement with the

available voltage- and current-clamp data (Borg-Graham, 1999; Shao et al.,

1999; Vervaeke et al., 2006). Like in these previous studies, we modeled the

total Na+ current as a sum of two components: INaT represented by a four-

state Markov model and INaP represented by a HH model (Borg-Graham,

1999). For our dynamic clamp, we used the same HH model of INaP, which

reproduced the main features of experimental voltage-clamp recordings of

INaP in rat CA1 pyramidal cells (Figs. 3 and 4A,C) as well as those of INaP-

dependent responses to subthreshold current ramps (Figs. 4B, 5, 6, and 7).

The motivation for the use of the new Markov model, rather than the

classical HH model of the entire Na+ current was based on the following

considerations.

Fig. 4 Properties of the INaP model used for our dynamic clamp. Model simulations of INaP

under voltage clamp. (A) Steady-state activation curve of the INaP model. Po is the open
probability. The voltage-independent activation and deactivation time constant was 1.0 ms.
(B) INaP (black) compared to leak current (gray) in response to a voltage ramp command
(lower trace) in the model. (C) INaP obtained by subtracting the current responses shown in
(B). (Modified from Vervaeke et al., 2006, with permission from Cell Press, Elsevier.)
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4.2.1 HH Models and INaP, and the Necessity of a New INa Model

The standard approach for modeling macroscopic neuron currents follows the

paradigm established byHodgkin &Huxley (1952) for Na+ andK+ currents in

the squid axon. Nevertheless, this formalism fails to account for various proper-

ties of currents in other preparations, including hippocampal pyramidal cells

(Borg-Graham, 1987; Kuo & Bean, 1994). Here we describe these limitations

with respect to the Na+ current, and how we addressed them in the theoretical

foundation of our study of INaP.
The HH Na+ channel model includes activation, m, and inactivation, h,

‘‘gating particles’’ whose voltage-dependent kinetics are defined in part by

sigmoidal functions of their steady state, m1 and h1, respectively, parameter-

ized by the position and steepness on the voltage axis. Any overlap of the m1
and h1 functions in the HH model predicts a steady state, or noninactivating,

Fig. 5 Window current and steady-state characteristics of Hodgkin-Huxley (HH) Na+ channel

models. (A) The HH model of INa is defined in part by the voltage-dependent steady-state
values of activation and inactivation (m1 and h1). Although the current is nominally
transient, this model predicts a nonzero steady-state current for voltages where the two curves
overlap (gray region), giving what is called the HH ‘‘window current.’’ The positions on the
voltage axis for the ‘‘feet’’ of these curves may be directly related to transient, e.g., firing,
properties of INa including the span of spike thresholds and the minimum pre-hyperpolariza-
tion (PHP), before a spike that is required to remove inactivation. (B) Steady-state I–V
characteristics of different Na+ channel HH models (squid axon: Hodgkin & Huxley, 1952;
hippocampal pyramidal cell: Traub et al., 1994, and Migliore et al., 1995; thalamic relay cell
model adapted from cortical pyramidal cells: McCormick & Hugenard, 1992) inserted in a
passive cell model, compared with the measured values of INaP (hippocampal pyramidal cell:
French et al., 1990), showing that the steady-state inward rectification predicted by these
models are much larger than the actual INaP. The modified four-state Markov model used in
this study shows a negligible steady-state inward rectification
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Fig. 6 Comparing the effects of effects of INaP subtraction by dynamic clamp with effects of INaP

blocked by TTX. (A) voltage responses to a current ramp before (1) and after (2) canceling INaP

with dynamic clamp, followed by application of 1 mMTTX and dynamic clamp turned off (3)
and after restoring INaP with dynamic clamp in the presence of TTX (4). These four conditions
were executed in sequence in each cell. The bottom traces show the current output from the
dynamic clamp (IDynC). (B) The same traces as in (A) shown superimposed on expanded
scales. (C) Voltage dependence of INaP. Summary plots from three types of measurements: (1)
the subthreshold TTX-sensitive current obtained in voltage clamp (V-clamp, TTX; n¼ 5; data
from Hu et al., 2002), (2) the TTX-sensitive subthreshold current obtained from current-
clamp recordings as shown in panel (B) and in Fig. 7 (C-clamp, TTX; n ¼ 5), and (3) the
artificial INaP produced by our dynamic clamp (n ¼ 5). (Modified from Vervaeke et al., 2006,
with permission from Cell Press, Elsevier.)
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component – or ‘‘window current’’ – of this nominally transient current

(Fig. 5A), which is kinetically indistinguishable from a true persistent Na+

current. Thus, measurement of a noninactivating Na+ current sets an upper

bound on the HH model window current, which in turn constrains the overlap

of the m1 and h1 curves. At the same time, the positions and slopes ofm1 and

h1 are constrained by quantitative aspects of firing, and the key question is

whether the HH model of the Na+ current can satisfy all the constraints.
Here we focus on how two measures of spike firing in pyramidal

neurons constrain m1 and h1, including the range of thresholds (roughly

between �60 and �50 mV), and the maximum hyperpolarization between
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Fig. 7 Method for determining the voltage-dependence of INaP from current clamp data. (A) A
current ramp (bottom traces) was injected into the cell and the voltage response recorded
before and after application of TTX (left) or before and after applying dynamic clamp (right).
During the subthreshold parts of the responses, every value of injected current (I ) corresponds
to a certain value of the membrane potential (Vm). (B1, B2) The values of injected current (I )
and Vm, taken from (A) are re-plotted, by plotting I as a function of Vm. (C1) and (C2) show
the differences of the plots within B1 and B2, respectively, thus revealing the voltage depen-
dence of the TTX-sensitive sub-threshold current, INaP (C1) and dynamic clamp current (C2).
(Modified from Vervaeke et al., 2006, with permission from Cell Press, Elsevier.)
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spikes during repetitive firing (around �60 mV). To simplify matters, we
can neglect any voltage dependence of the HH model time constants, as
well as the number of m or h particles (for more than one particle, the
relevant sigmoid function describes the steady-state value of the ensemble).
Thus, the lowest spike threshold of around �60 mV imposes an upper
bound on the ‘‘foot’’ of the m1 curve, since a sufficient number of INa

channels must be activated for triggering an action potential (Fig. 5A).
Next, INa channels are inactivated during a spike, and thus to allow a
subsequent spike, such as during repetitive firing, the membrane voltage
must become low enough to remove this inactivation. This means that the
lowest voltage between spikes imposes a lower bound on the ‘‘foot’’ of the
h1 curve. This potential was termed the ‘‘PHP,’’ or ‘‘pre-hyperpolariza-
tion’’ in (Borg-Graham, 1987), in contrast to ‘‘AHP’’ since the PHP is
functionally related to a spike which follows, not precedes, it.

These quantitative constraints are susceptible to the subcellular distribution
of the channels, in that a given measured voltage (typically at the soma) may
differ from the voltage ‘‘seen’’ by the channel. Nevertheless, as argued in our
earlier work (Borg-Graham, 1987), the main point is that measured properties
of hippocampal pyramidal cells constrain the m1 and h1 curves of the HH
model to predict a window current that is at least an order of magnitude larger
than direct measurements of INaP. This can be seen in Fig. 5B, where we
compare the steady-state properties of INaP predicted by various published
models of hippocampal pyramidal cells and other neurons, as well as the
canonical HH squid axon parameters (adjusted for cell input impedance). In
this comparison the maximum conductance of each INa model was adjusted so
that they would give approximately the same spike current. Although this gives
a relatively crude quantitative comparison (apart from amplitude, there was no
detailed fitting of spike), it is clear that the HH-type INa models predict a wide
range of persistent Na+ currents, all of which overestimate the true INaP. This
implies not only important differences between the models regarding synaptic
integration and firing properties, but also, given our results with INaP, predic-
tions at odds with the behavior of real neurons.

An Ad Hoc Markovian Model

Being more flexible, general Markov-type models can meet constraints which
are impossible for the standard HH paradigm (ref. Kuo & Bean (1994) from
hippocampus; Vandenberg & Bezanilla (1991) and Patlak (1991) from squid
axon). A previous approach was to fit more than one HH-type model (Borg-
Graham, 1987), each with relatively nonoverlapping activation and inactiva-
tion curves in order to limit the window current of INa, and whose voltage
dependences spans a range sufficient to account for the observed range of spike
thresholds. Note that this approach can be reduced to an equivalent, if complex,
single Markov model; an advantage with considering ‘‘separate’’ channels is
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that it can facilitate the initial fitting to desired kinetics. On the other hand,
there is no data to support such kinetically distinct Na+ channels.

Borg-Graham (1999) proposed a new ad hocMarkovian model for INa that
was consistent with qualitative aspects of channel gating established from
single-channel studies, and quantitative constraints inferred from macro-
scopic properties of the sodium current during action potentials. The model
had two key predictions. First, the activation–inactivation sequence of the
channel during and after a spike was dominated by a one-way path between an
inactivated state, I, a closed state, C, an activated, open (conducting) state,O,
and then back to the inactivated state. The implicit constraint that inactiva-
tion necessarily followed activation had been shown by single-channel studies
(Armstrong, 1981; Patlak, 1991; Kuo & Bean, 1994). The second explicit
predication of the model was that the voltage-dependent transition rate
from the C state to the O state took into account the history of the membrane
voltage. Thus, from the C state, as the membrane voltage increased, equili-
brium increasingly favored the O state, following a monotonic function of
voltage parametrized by a reference voltage VC�O. On the other hand, if the
membrane voltage decreased, the voltage dependence of C–O transition itself
shifted to more hyperpolarized voltages, specifically, the value of VC�O also
decreased. In the basic form of the model the hyperpolarization of VC�O with
membrane hyperpolarization is irreversible (the time constant for any right-
ward shift of VC�O with depolarization was infinite), though the scheme can
easily incorporate, e.g., a slow adaptation of threshold following a slow
depolarization of the membrane voltage. For convenience, the actual model
used in the current study encapsulates the kinetics of the C–O transition
described above with two distinct C states, but the qualitative behavior is
similar. In sum, this model provides both a significant range of spike thresh-
olds, where the dynamic spike threshold has an intrinsic memory of subthres-
hold potentials. Threshold is lower for lower previous membrane voltages,
such as for the first spike of a train arising from rest, as compared to later
spikes. Since the minimum membrane voltage, or PHP, between spikes in a
train (for pyramidal cells) is many millivolts above rest, and since threshold
depends on the PHP, the model predicts that thresholds for later spikes are
higher than that for the first spike. Note that the proposed mechanism is not a
necessary condition for a nonzero range of thresholds nor dependence on
voltage history – even the original squid axon model of HH will show some
degree of these characteristics. However, in principle the new Markov INa

model can better account for the quantitative aspects of these characteristics,
in part because it is explicit formulated to account for these properties, as
opposed to a model where these properties are more emergent due to interac-
tions between Na+ and K+ currents.

Unlike the HH formalism, this scheme allows essentially independent para-
meter fitting to the transient and steady-state properties of the Na+ current.
Specifically, realistic spike threshold dynamics can be reproduced given an
essentially arbitrary steady-state value of the O state, that is a persistent
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component of the Na+ current. In the original version of the model, this aspect
was adjusted to match published data on INaP,, thus the defined INa accounted
for all the Na+ current, transient and persistent. Note that the HH model not
only predicts a very large maximum window current: Since this model predicts
complete inactivation with increased depolarization (h1 goes to zero), the HH
window conductance approaches zero with increased depolarization. The
experimentally measured persistent Na+ current, however, shows a relatively
constant conductance above the voltage for full activation. Although the func-
tional effect of this relatively small current during the spike is unclear, the
proposed Markov model of the entire Na+ current can, in fact, reproduce
this aspect. This result also confirms that an HH model, strictly speaking,
cannot by itself account for the measured INaP.

As described earlier, for convenience and clarity in the present work, the
original ad hoc Markov model was adjusted to have a negligible steady-state
component, and a distinct INaP was explicitly modeled with a separate non-
inactivating HH-type model. Nevertheless, from a kinetic standpoint, the com-
plete Markov model and the hybrid Markov and HH model formulations are
identical.

4.3 Dynamic-Clamp Configuration for Analysis of INaP Functions

Figure 1 shows a diagram of the dynamic-clamp configuration that we have
used in our studies of INaP functions in rat CA1 pyramidal cells. We used two
separate patch pipettes, both in whole-cell configuration at the soma of the
same cell: one pipette for voltage recording, the other for current injection.
The pipettes were coupled to a DynClamp2 dynamic-clamp system (Pinto
et al., 2001), which has an update rate of about 10 kHz (�t � 100 ms) and
was run on a Pentium IV computer with aDigidata 1200 as ADC–DAC board
(Molecular Devices). For every cycle, the expected amplitude of INaP was
calculated by the dynamic-clamp software, based on our INaP model and the
measured membrane potential. To cancel the intrinsic INaP generated by the
neuron itself, a negative current equal to the simulated INaP was injected into
the cell in real time. To add INaP after blocking the native persistent Na+

current by TTX, a positive current equal to the simulated INaP was injected
into the cell.

4.4 Advantages of Using Two Separate Electrodes
for Dynamic Clamp

During dynamic clamp, it is necessary to measure the membrane potential very
accurately and at the same time pass considerable amounts of current into the
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cell. If the same patch pipette is used for both the voltage recording and current
injection, a voltage error occurs due to the voltage drop caused by current
flowing across the series or access resistance, (Rs), across the electrode. Thus,
without compensation, the recorded voltage is the sum of the true membrane
potential and the voltage drop across series resistance. Although most intracel-
lular amplifiers use a subtraction technique known as ‘‘bridge balance’’ to
eliminate the voltage drop caused by series resistance, this compensation is
performed manually and is never perfect. Furthermore, the series resistance
can often vary spontaneously during a recording, causing errors in the com-
pensation. Thus, a series resistance that is not completely compensated may
cause significant voltage errors, particularly when large currents are injected
through the recording electrode, for instance, when using dynamic clamp to
cancel ormimic the currents underlying action potentials (Ma&Koester, 1996).
Since the reliability of dynamic clamp critically depends on the accuracy of the
voltage measurements that are fed into the computer that calculates the output
clamp current, and the clamp current often depends steeply and nonlinearly on
the voltage, it is essential to avoid voltage recording errors. Therefore, we took
special care to minimize the voltage recording error in our study of INaP, by
using separate voltage recording and current injection pipettes (Fig. 1). We
found that this was a significant advantage, because even though the amplitude
of INaP in CA1 pyramidal is relatively small (�0.1–0.5 nA; Fig. 2) compared
with the current underlying the action potential, it activates steeply over a
narrow voltage range and has quite fast kinetics, so that even small voltage
errors may have significant consequences.

For example, assuming that INaP is 0.5 nA (Fig. 3A), and the true series
resistanceRs¼ 20M�, a 10% error in the bridge balance, or a 10% change inRs

(2 M�), will give a voltage error of about 1 mV. This error in turn will cause an
error in the injected INaP. Although small, this difference may still significantly
affect spike timing in response to ramps and noisy inputs close to the spike
threshold because of the regenerative nature of INaP, and the fact that the spike
threshold is close to the half activation potential of INaP, thus where its activa-
tion curve is steepest (Fig. 2A). Furthermore, it is not uncommon that the series
resistance is larger than 20 M�, and the bridge compensation error may exceed
10%, causing more severe distortions.

The same technique was also used in a recent paper to study the contribution
of Kv3 channels to action potential repolarization and high-frequency firing in
hippocampal interneurons (Lien & Jonas, 2003). Although powerful, the appli-
cation of this multiple electrodes recording method is largely limited by the
difficulty of obtaining two nearby (preferentially within about 20 mm) simulta-
neous recordings from same neuron (Williams, 2004).

In addition to the voltage drop error induced when the current is supplied
with the same electrode that monitors the voltage, the series resistance, in
combination with the capacitance of the recording pipette, acts as a low-pass
filter, decreasing the amplitude of fast voltage signals (i.e., action potentials)
even when the two-electrode configuration is used. Therefore, we constantly
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compensated the series resistance of the voltage recording electrode during each
recording, and rejected experiments on which the series resistance was too high.

Although there is a clear advantage of using two electrodes, it is also possible
to use dynamic clamp in combination with single electrode recording, where the
same pipette is used for both voltage recording and current injection. In a few of
our experiments on INaP functions we also used this configuration (see Fig. 5 in
Vervaeke et al., 2006). This possibility is of course essential for using dynamic
clamp for in vivo experiments.

4.5 Testing and Adjusting Our Dynamic-Clamp Parameters

Before using our dynamic clamp for functional studies, we tested its performance
in pilot experiments, starting with a maximal conductance for INaP (Gmax ) value
of �5 nS, which was determined from previous voltage-clamp data (Hu et al.,
2002).Next, we adjusted this value after comparing the effects of INaP subtraction
by the dynamic clamp, with the effects of blocking INaP with TTX (Fig. 6).

In these pilot experiments, we recorded responses of the cell to a slow,
injected current ramp (Fig. 6A), and used the dynamic clamp to subtract INaP.
Gmax was then increased stepwise from the starting value, in steps of 0.4 nS, until
we could reliably cancel the effect of the intrinsic INaP during the injected
current ramp (Fig. 6A 1 � 2 and B 1 + 2) to the same extent as blockade by
TTX (Fig. 6A 3 and B 2 + 3). We could then also fully restore the effect of the
intrinsic INaP by dynamic clamp, after INaP had been blocked by TTX (Fig. 6A 4
and B 1 + 4). We found that the Gmax value that could most reliably eliminate
and restore INaP during our recordings was 4.8 nS. This value then was used for
our subsequent experiments in this series (Vervaeke et al., 2006).

Figure 6C compares the voltage dependence plots of INaP obtained from the
three different types of measurement: (1) the subthreshold TTX-sensitive current
obtained in voltage clamp (V-clamp, TTX; data from Hu et al., 2002), (2) the
TTX-sensitive subthreshold current obtained from current-clamp recordings as
shown in Figs. 3B and 7, and (3) the artificial INaP produced by our dynamic
clamp. The three types of measurement yielded virtually identical results.

To test the response speed of the dynamic-clamp system we applied a voltage
step from�78 to�58mV in the open loop configuration and fitted the response
with single exponential functions, giving activation and deactivation time con-
stants of 1.01 and 1.00 ms, respectively, as shown above (Fig. 3B).

To test the hypothesis that channels underlying INaP are localized near the
soma, we used computational modeling, as already described above (Section
3.2; Fig. 2). To further test this hypothesis, we also used local application of
TTX while giving subthreshold depolarizing voltage steps (from �78 to
�58 mV, like in Fig. 2C) through a somatic recording electrode and monitoring
the inward current. We then compared the effects of TTX applied locally to the
soma with a micropipette (and a dye, 0.2 Vol% fast green, which showed that

Functions of the Persistent Naþ Current in Cortical Neurons 183



the application spread �100 mm perpendicular to the somatic layer), and
subsequent bath application of TTX (1 mM). There was no significant difference
between these effects, and local puffing of TTX occluded the effect of subse-
quent bath application of TTX (data not shown; Vervaeke et al., 2006). These
tests strongly support the conclusion that INaP is confined to the perisomatic
area, probably mainly at the axon initial segment (Astman et al., 2006).

4.6 Limitations of Our Dynamic-Clamp Approach

For our multicompartment model of a CA1 pyramidal cell (Vervaeke et al., 2006),
we have modeled the total Na+ current as a sum of two components, as described
above: INaT represented by a four-state Markov model and INaP represented by a
HHmodel (Borg-Graham, 1999), both INaT and INaP being confined to the soma,
because there is good evidence for an extremely high Na+ channel density in the
axon initial segment of cortical pyramidal cells (Kole et al., 2008). Our dynamic
clamp was based on the same HH model of INaP. This is obviously a great
simplification compared to a fully realistic model of the Na+ channels in this cell
type, which is likely to comprise several molecular species, including the channels
made by Nav1.6 �-subunits in the axon, and Nav1.2, perhaps in combination with
Nav1.1 and Nav1.3 distributed over the somatodendritic membrane. Each of these
may be further diversified by various b subunits and by modulation; each channel
species may switch between more than ten different states, which may lead to a
continuum of biophysical properties for each type rather than merely two distinct
currents INaT and INaP (see, e.g., Taddese & Bean, 2002). Thus, by necessity, the
Na+ currentmodels used in ourCA1 cellmodel aswell as in our dynamic clamp are
obviously relatively simple approximations to the reality. Nevertheless, they repro-
duced and predicted important features of the cell’s behavior, and our dynamic
clamp was capable of both canceling and reproducing the main effects of the
intrinsic INaP on somatic AHPs, f/I relation and, to some extent, spike timing.
These observations suggest that these effects are fairly robust consequences of a
subthreshold, voltage-dependent, persistent Na+ conductance, and therefore tend
to occur independently of the finer details in the properties of the Na+ current.

Another major limitation of the HH model of INaP that we used for our
dynamic clamp was that it did not include channel noise. Hence in our experi-
ments we could not add noise caused by stochastic opening of simulated INaP

channels. It has been suggested theoretically and supported by experimental
evidence that ion channel noise can strongly affect spike time precision (Schneid-
man et al., 1998; White et al., 2000). Moreover, there is evidence that Na+

channel noise caused by INaP channels is essential for subthreshold oscillations
in entorhinal stellate neurons (Dorval, Jr. & White, 2005). However, our recent
results suggest that subthreshold oscillations in CA1 hippocampal cells depend
not only on intrinsic channel noise but also on INaP as an amplification mechan-
ism (see Section 5.2).

184 J.F. Storm et al.



4.7 Comparing Model Simulations and Dynamic-Clamp
Manipulation of INaP

Throughout our study, we compared simulations performed by computational
modeling of a CA1 pyramidal cell with results from dynamic-clamp experi-
ments and other experimental manipulations. Inmost cases, we used a relatively
simple computational model (8 compartments, 11 conductances; Vervaeke et
al., 2006), but in order to check our results with the simple model we also
employed far more complex and detailed models, comprising several hundred
compartments (Fig. 2C, unpublished). Figure 8 shows the responses of the
simple eight-compartment model cell to a ramp current injection, similar to
those performed experimentally (Figs. 6 and 7). Omission of INaP in the model
(Fig. 8, no INaP) had similar effects as canceling INaP with dynamic clamp or
blocking it with TTX in real cells (Figs. 6 and 7).

4.8 Predictive Modeling

In our study of INaP functions in CA1 pyramidal cells (Vervaeke et al., 2006), we
decided to test several of our ideas theoretically by computational modeling
before testing the same ideas experimentally. Thus, we used our models to make
predictions, before testing the predictions by intracellular recordings in brain
slices with dynamic clamp, channel blockers, or other manipulations (Vervaeke
et al., 2006). For example, our simulations led to the prediction that INaP would
increase the amplitudes of AHPs (Fig. 9A). When we subsequently tested this
prediction experimentally with dynamic clamp (Fig. 9B) or with TTX, the
prediction was confirmed (Vervaeke et al., 2006); see Section 5.1, below). The

Fig. 8 Model simulations of INaP in current clamp.Voltage responses (upper traces) to a current
ramp commandwith (black) and without INaP (gray). The time course of INaP is plotted below.
(Modified from Vervaeke et al., 2006, with permission from Cell Press, Elsevier.)
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model simulations also predicted that INaP would have contrasting effects on
the excitability of the cell. As intuitively expected, the model predicted that INaP

would reduce the minimal current necessary to evoke spiking (rheobase). In
addition, however, the model also predicted that INaP would also reduce the
slope (gain) of the f/I relation, which was intuitively quite unexpected. Never-
theless, when we tested these predictions experimentally by using dynamic
clamp, the experiments confirmed both the model predictions (see Fig. 11 and
Section 5.2, below).

5 INaP Functions in Hippocampal Pyramidal Neurons

5.1 Effects of INaP on After-Hyperpolarizations

In most kinds of neurons, single action potentials and spike bursts are followed
by AHPs, mainly caused by activation of various voltage- and calcium-gated
potassium conductances that outlast the spikes (Vogalis et al., 2003). These
AHPs exert feedback regulation of neuronal excitability, shaping the spike
pattern through spike frequency adaptation and other effects (Madison &
Nicoll, 1984; Storm, 1989, 1990; Pedarzani & Storm, 1993; Peters et al., 2005;
Gu et al., 2007). Since INaP is caused by a negative slope resistance that should
be capable of amplifying any voltage deflection within its activation range
(Crill, 1996; Stuart, 1999; Hu et al., 2002), we expected that INaP would enhance
the AHP amplitudes in a voltage-dependent manner, just like it enhances
subthreshold resonance and oscillations in these cells (Hu et al., 2002).

To test this idea, we first used our CA1 pyramidal cell model to simulate
experiments (Fig. 9) (Vervaeke et al., 2006). Steady current injection (DC) was
used to adjust the initial membrane potential to various levels, ranging from�58
to �80 mV, while action potentials were triggered by brief current pulses super-
imposed on the DC. As expected, the simulations showed that INaP enhanced the
AHPs in a voltage-dependent manner in the model (Fig. 9A). In these simula-
tions, we triggered more spikes when injecting a hyperpolarizing DC ‘‘holding
current’’ than when using depolarizing DC, in order to be able to compare the
impact of INaP on AHPs of similar amplitudes at different potentials, in spite of
the voltage-dependent change in K+ driving force. However, the spike number
was always kept constant with and without INaP, and similar effects were seen
also when the spike number was kept constant at different potentials.

To test whether INaP actually has such an amplifying effect also in real CA1
pyramidal cells, we repeated the same protocol during dual whole-cell recordings
in rat hippocampal slices (Fig. 1) before and after canceling INaPwith the dynamic
clamp (Fig. 9B). Again, we used DC to adjust the initial membrane potential.We
found that cancellation of INaP reduced the AHPs in a voltage-dependent man-
ner, as predicted theoretically and by the model simulations (Fig. 9A). This
implies that INaP ampifies the AHPs, as expected (Vervaeke et al., 2006).
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5.2 Effects of INaP on Intrinsic Subthreshold Theta Oscillations

Intrinsic, subthreshold membrane potential oscillations can be important deter-

minants of neuronal integration, neuronal coding, and discharge patterns, and

can support coherent network oscillations (Llinas, 1988; Singer, 1993; Steriade

et al., 1993; Buzsaki, 2006). In the hippocampal formation, slow network

oscillations in the theta frequency band (4–10 Hz) are prominent (Vanderwolf,

1988; Buzsaki, 2002). Even when isolated by synaptic blockade, spiny stellate

Fig. 9 Voltage-dependent amplification of after-hyperpolarizations (AHPs) by INaP: comparing

computational model predictions with dynamic-clamp experiments. (A) Model simulations of
AHPs evoked by spike trains, at different holding potentials (maintained by steady current
injection), before (black) and after (gray) removing INaP. (B) AHPs evoked by action poten-
tials before (black) and after (gray) canceling INaP by dynamic clamp. In both (A) and (B) each
action potential was triggered by a brief, depolarizing current pulse (1–2 ms) and the spike
number was adjusted to yield AHPs of similar amplitude for all holding potentials before
eliminating INaP. In each case, INaP is plotted below the voltage traces. (Modified from
Vervaeke et al., 2006, with permission from Cell Press, Elsevier.)
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cells of the EC and hippocampal pyramidal neurons show subthreshold mem-

brane potential oscillations and resonance within the theta frequency band,

which are likely to support network theta and neuronal coding within this

system (Alonso & Llinas, 1989; Leung & Yu, 1998; Pike et al., 2000; Buzsaki,

2002; Hu et al., 2002). By combining electrophysiology and modeling, we

previously found that the subthreshold theta resonance in depolarized CA1

pyramidal cells is due to an interplay between INaP and the Kv7/KCNQ/M-type

potassium current (IM), while the theta resonance in hyperpolarized cells is due

to h/HCN current (Ih) (Hu et al., 2002). Although the prominent perithreshold

theta resonance and oscillations in depolarized EC stellate cells depend on Ih
rather than IM, these theta oscillations also depend on INaP (Alonso & Llinas,

1989). However, in the EC stellate neurons, there is evidence that not only INaP

and Ih are needed for perithreshold oscillations; ion channel noise caused by

persistent Na+ channels also appears to be essential for these oscillations to

appear (Dorval, Jr. & White, 2005).
To further examine the role of INaP in subthreshold membrane potential

oscillations of hippocampal CA1 pyramidal neurons, we used dynamic clamp

to cancel INaP in hippocampal CA1 pyramidal neurons in hippocampal slices

from young rats (4–10 weeks of age) at 308C (Fig. 10). The methods were

identical to those used in our previous study (Vervaeke et al., 2006). In all

neurons tested (n ¼ 5), we found that cancellation of INaP strongly suppressed

the subthreshold theta oscillations (Fig. 10B). The suppression by dynamic

clamp was virtually as efficient as blockade of all Na+ channels by bath

application of 1.0 mM TTX (Fig. 10A). Since TTX blocks the macropscopic

INaP as well as the ion channel noise caused by stochastic opening of Na+

channels, these result suggest that subthreshold oscillations in CA1 pyramidal

neurons depend on INaP as an amplificationmechanism, probably in addition to

intrinsic channel noise that is needed to trigger the depolarizing waves that

constitute these oscillations.

Fig. 10 INaP is necessary for subthreshold membrane potential oscillations in the theta frequency

range in CA1 hippocampal pyramidal neurons. (A) Typical subthreshold membrane potential
oscillations before and after blockade of INaP by bath application of 1 mM TTX. (B) Typical
subthreshold membrane potential oscillations before and after canceling INaP with dynamic
clamp. All traces were recorded at 308C in the presences of synaptic blockers (10 mM DNQX
(6,7-dinitroquinoxaline-2,3-dione) and 10 mM bicuculline free base, which block glutamatergic
and GABAergic fast synaptic transmission). (H. Hu et al., unpublished data, 2006.)
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5.3 Effects of INaP on Current-to-Frequency Transduction

Many neurons and sensory cells are capable of translating the intensity of a
sustained excitatory synaptic barrage, sensory stimuli, or current injection (I )
into a train of repetitive firing in which the action potential frequency ( f )
encodes the stimulus intensity – the so-called current-to-frequency transduction
or frequency coding (Hodgkin, 1948; Kernell, 1965; Connor & Stevens, 1971).
This function has been studied in CA1 hippocampal pyramidal cells, like in
many other neurons, by injecting a depolarizing current (I) into the cell and
plotting the spike frequency ( f ) as a function of the current intensity ( f/I plot)
(Lanthorn et al., 1984; Madison & Nicoll, 1984). These studies, as well as
studies indicating that AHPs are important regulators of the f/I relation
(Kernell, 1965; Madison & Nicoll, 1984; Storm, 1989; Pedarzani & Storm,
1993), suggested that INaP is likely to strongly affect the current-to-frequency
transduction.

To test these ideas (Vervaeke et al., 2006), we first performed model simula-
tions (Fig. 11A). Surprisingly, these simulations predicted that INaP would have
two almost opposite or contrasting effects on the excitability of the cell. On one
hand, the model predicted that INaP would reduce the minimal current neces-
sary to evoke spiking (rheobase), as intuitively expected, because INaP naturally
will help excite the cell, essentially by adding to the injected current, I. Thus, as
shown in Fig. 11A (left), the base of the simulated f/I plot was shifted to the
right when INaP was omitted from the model (gray curve). On the other hand,
the model predicted that INaP would also reduce the steepness of the f/I relation
(the f/I slope or gain), as shown by the superimposed f/I plots to the right in
Fig. 11A. This result was surprising, because INaP, being an inward current
activated by depolarization, might be expected to be activated more, and thus
contribute more excitation, the more depolarizing current one injects. Never-
theless, when we tested these predictions experimentally by canceling INaP with
dynamic clamp, the experiments confirmed both of the two model predictions:
the foot of the f/I curve was shifted to the right, but the curve became steeper
(Fig. 11B) (Vervaeke et al., 2006). The effect on the f/I slope is likely due to a
complex interplay between, INaP, INaT, AHPs, and other factors.

5.4 Effects of INaP on Firing Regularity

The f/I experiments also showed that INaP strongly affected the regularity of
repetitive firing in CA1 pyramidal cells (Fig. 12) (Vervaeke et al., 2006). Thus,
canceling of INaP by dynamic clamp made the steady-state repetitive firing far
less regular (Fig. 12, right), attenuated the peaks in the autocorrelation plots of
spike timing (bottom), and significantly increase in the coefficient of variation
of the interspike intervals, in all cells tested (data not shown here; Vervaeke
et al., 2006).
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We noted that cancellation of INaP caused the expected reduction in AHP
amplitude between spikes (Fig. 9), but also a slightly higher spike threshold and
lower spike amplitude and rate of rise. These observations suggest that in the

absence of INaP, the shallowerAHPs amplitudes allowed less than normal recovery
from inactivationof the spike-generatingNa+current, INaT, during each interspike
interval. Under these conditions, the remaining active INaT channels may be so few
that channel noise becomesmore important for spike initiation, thus causingmore
irregular repetitive firing (Skaugen &Walløe, 1979; Schneidman et al., 1998).
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Dynamic clamp experiment

Fig. 11 Effects of INaP on the input–output relation in CA1 pyramidal neurons. Comparing
model predictions with dynamic-clamp experiments of current (I)-to-spike frequency (f) trans-
duction. (A) Frequency–current (f/I) plots with INaP (black: control) and without INaP (grey) of
the average frequency of the first four spikes (range�15–60 Hz) in response to injection of 1-s-
long current pulses. The f/I slope for this range increased by 78 % when INaP was blocked, as
shown by the fitted linear functions (upper right). (B) Experimental f/I plots obtained from a
CA1 pyramidal cell according to the protocol described in (A), before (black) and after (gray)
canceling INaP by dynamic clamp. Linear fits of the f/I curves (right panels) showed that
canceling INaP increased the f/I slope, on average by 43% for all cells tested (n = 7, p =
0.015). (Modified from Vervaeke et al., 2006, with permission from Cell Press, Elsevier.)
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5.5 Effects of INaP on Spike Timing Precision

We also used dynamic clamp to tested how INaP affects the precision of spike

timing in response to near-threshold excitatory synaptic input (EPSPs). Hold-

ing the CA1 cells at a slightly depolarized potential (��60 mV), we evoked

EPSPs by stimulating afferent glutamatergic axons in stratum radiatum, at just

sufficient intensity to evoke an action potentials on about every other EPSP

(50% probability). Under normal conditions, spike latency was highly variable

(Fig. 13A, left), but this variability was strongly reduced as soon as we canceled

INaP by dynamic clamp, readjusting the stimulus strength to achieve once again

a 50% spike probability (Fig. 13A, right). Thus, these results support the

conclusions of Fricker & Miles (2000) who suggested that INaP reduces spike

precision. We also noticed that the subtraction of INaP by dynamic clamp

reduced both the rise time and decay time of the EPSPs (Fig. 13B, left), and

reduced the plateau potentials or prepotentials from which the spikes often

arose in the presence of INaP (Lanthorn et al., 1984; Hu et al., 1992; Fricker &

Miles, 2000). Naturally, loss of INaP also reduced the EPSP amplitude, but this

was compensated in these experiments by increasing the stimulation intensity,

in order to maintain �50% firing probability both with and without cancella-

tion of INaP. The sharper peak of the EPSP and the loss of plateau potentials in

the absence of INaP, provides less room for random noise-triggered changes in

spike latency. This is a likely cause of the increased spike timing precision when

the effect of INaP was suppressed (Fig. 13A).

Fig. 12 INaP maintains regularity of repetitive firing in CA1 pyramidal neurons. (Left) Steady-
state (fully adapted) repetitive firing of a CA1 pyramidal cell in response to a constant
depolarizing current injection under normal conditions (black trace).When INaP was
canceled by dynamic clamp (right, gray trace), the firing became less regular. The intensity
of the injected steady current was adjusted to keep a constant average firing rate (�3 Hz) in
both conditions The autocorrelation plots shown below (digitally filtered at 15 Hz) indicate
that the regularity of firing was reduced when INaP was canceled (n = 6). (Modified from
Vervaeke et al., 2006, with permission from Cell Press, Elsevier.)
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In order to compare the effects of dynamic clamp with complete Na+ channel
blockade with TTX, we also performed dual dendritic and somatic whole-cell
recordings (Fig. 13B, right). After patching the apical dendrite 180–320mm from

the soma, an EPSP-like current waveformwas injected into the dendrite to evoke
an artificial somatic ‘‘EPSP’’ (aEPSP). Like the dynamic clamp, application of 1

mM TTX to the slice reduced both the rise time and decay time of the somatic
aEPSP (Fig. 13B, right). These similarities indicate that our somatically applied
dynamic ‘‘point’’ clamp was able to efficiently cancel the effects of INaP even on

EPSPs of distal dendritic origin. Hence, the observed amplifying and slowing
effects is entirely or largely due to an INaP that originates close to the soma since it

is so well controlled by our somatic dynamic clamp. Thus, these results lend
further, independent support to our conclusion that INaP in CA1 pyramidal cells
is probably caused by Na+ channels concentrated at the axon initial segment,

which was part of the justification for using somatic dynamic clamp to study the
functional roles of this current in the first place (Fig. 2).

Fig. 13 INaP reduces spike timing precision in response to synaptic input. (A) Somatic recordings
of excitatory synaptic potentials (EPSPs) evoked by stimulating dendritic excitatory synapses
(axons in the middle of stratum radiatum). The EPSPs triggered a spike with a probability of
0.48.When INaPwas canceled by dynamic clamp, the stimulation strength had to be increased to
evoke spikes with a similar probability as before (0.41). (B, left) Subthreshold EPSPs were
evoked by stimulating axons in stratum radiatum (100 mM APV (2- amino-5-phosphonovale-
rate) was present to blockN-methyl-d-aspartate (NMDA)-type glutamate receptors). (B, right)
A simulated EPSP current waveform was injected through a whole-cell patch pipette on the
apical dendrite�220 mm from the soma. Bicuculline free base (10 mM) was present throughout
all experiments (Modified fromVervaeke et al., 2006, with permission fromCell Press, Elsevier.)
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6 Concluding Remarks

Based on the experiences described above, we conclude that somatic dynamic

clamp is an extremely useful tool for studying the functions of the persistent

sodium current, INaP. Although the Na+ current model that was used in our

CA1 hippocampal pyramidal neuron model simulations contained only a sim-

ple HH model of INaP combined with a relatively simple four-state Markov

model of the transient current, INaT, it successfully predicted and reproduced

several key features of the Na+ current-dependent response properties of the

rat CA1 pyramidal cells. Our findings suggest that the main effects of INaP in

these cells are quite robust, and therefore may be produced by any fast,

persistent inward current with at least roughly the correct voltage dependence

combined with a largely perisomatic subcellular distribution.
Considering the advantages of dynamic clamp over pharmacological manip-

ulations for in vivo experiments, the use of this method for studying the

functional roles of INaP and other currents in intact and active networks,

holds great promise.
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